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SECOND EXAMINATION IN SCIENCE - 2011/2012
FIRST SEMESTER (Apr./May, 2014)
AM 207 - NUMERICAL ANALYSIS
( Proper & Repeat)
nswer all questions Time : Two hours

1. (a) Define what is meant by:
i. absolute error;
ii. relative error .
Let p = 0.54617 and ¢ = 0.54601. Use four-digit arithmetic to approximate p — g,

and determine the absolute and relative errors when rounding and chopping.

(b) Let f(z) =

14a
i. Compute the n'™ derivative of f(x) and the Taylor polynomial P, (z) of f(z)
for o5 = 0.
' :3
ii. Let R,(z) denotes the remainder term f(z) — P, (z) in Taylor’s Theorem. For

each n, show that | ,(z) [={[*"" for all z > 0.
iii. Show that
arctan x = /D _....]_-.,...__‘ di = f (iz)dz‘

1 i
iv. Forn =1, 2, approximate arctan(é) by using / P, (t*)dt.
' Jo



2.

(a) Let 2 = ¢(x) be the rearrangement of the equation f(x) = 0 and define &

(a)

(b)

iteration,

rni—l_o( u) 'TIZO’],...

with the initial value z,. If ¢/ () exists and is continuous such that |¢/(z)] < K d
for all z, where K is a positive constant, then show that the sequence () g

erated by the above iteration converges to the unique root « of the equatit
flz) =0.

The equation zcosz = xsinz has a root at z = /4. Which of the iteratio

Processes; ¥y = &; tan x; or T4 = x; cot x; sheuld be used to find this root?

Obtain Newton Raphson method to compute the root of the equation f (z) = 0
an interval [a, b).
Use the Newton-Rapstion method to find a positive real root of cosz — z* =

correct to four decimal places.

If f € C""[a, b} and P, is the Lagrange’s interpolating polynomial which interpt
lates the function f(z) at the distinct points g, 1, ..., %, in [a,b], prove that fi
all 7 € [a,b], there exists £ € (a,b) such that the error, E(z), in the interpo].atio;%
is given by {

Be) = B ()

where T, (z) = (& = zo)(z — 21)...(z — z5). |

e ‘

Let f(z) =+/=.

i. Compute the second degree interpolating polynomlal %(x), for f(z) usinf

|

ii. Evaluate Py(2) and use the interpolation error theorem to estimate the errol
|

the points g = 1, ; = 2.25 and 2, = 4.

in this approximation of v/2.

iii. Compute the actual error and compare with the estimated value in part (ii).
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4. (a) With the usual notations, the Simpson’s rule is given by

.m‘:il = ff,. 5 . 5 1 lj ‘I'U El
j flz)de = 3 (ficr +4fi + fir) - _q_ﬁh" 7 )(E-:‘-)v where & € [2;.1, %)
Tiom] L

Obtain the composite Simpson’s rule, and show that the composite error is less
than or equal to

mh.“*(h ~ ) ‘f{“‘}({]‘ . where ‘j(“’) (E]J = ‘gl;i;cb if(”” (3:)‘

Hence show that composite Simpson’s rule is exact for all polynomials of degree

3 or less.

(b} Find the solution of the system of equations

4521 + 2z9 + 3z3 = 58
—3r: + 2220 + 2x3 = 47
535'1 -+ XTo + 203‘3’3 = 67,

correct to three decimal places, using the Gauss-Seidel iteration method.



