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| __uﬁe_st'ions. Time allowed is THREE hours only. Jach question

IDRED marks. The numbers beside the questions indicate the ap-

can be gained from the corresponding parts of the questions.

the :berms “positive definite” and “clementary lower-trigngular” as ap-
n Hermitian matrix A.

[10]

itive definite matrix can be expressed as A = LU, where L is
triangular matrix and U is an upper friangular matrix.
& A

[25]

Hermitian matrix A is positive definite if, and only if A = cGH :

ﬂl"a,._‘ on-singular lower triangular matrix. [30]
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(a) Define thefbrms “ynitary matrix” and “elementary Hermitian matrix s [10]

(b)

Show that, for any real vector z, there is a real elementary Hermitian matrix
H (w) such that H(w)x = ce;, where ¢ = ghpand er= [1:0:0, oo o

What is the optimal choice of the sign of ¢ for the computation of w? 130]
Determine an upper triangular matrix U/ such that HA = U, where H is a

product of elementary Hermitian matrices and

{ =3 "2 <2
A="1"9 "]
2 5 0

making the optimal choice of sign in each stage of process. Hence solve the

system Az = b, where b= (5,0,—1)T [60]

) Define the phrase strictly diagonally dominant applied to an n X n matrix A.

[10]

Let A= I — L — U be strictly diagonally dominant, where L is strictly lower

triangular and U is strictly upper triangular. For arbitrary 2 a sequence

{z("} is defined by s»
o) = ([ — wL) " {wb+ [(1 —w)] + wl]s", r=10,1,28. ¢

Show that z — 20D = M(z — z), r =0, 1,*‘2, ..., where

M = (I - wL)"'[(1 — w)I + wU] and Az = b. State a necessary and sufficient
condition for {z} to converge to x. (15
Let 0 < w < 1 and let A be any complex number with | A lZ 1. Show that
| A4+w~1] >lwh| > w. Deduce that if )\ is any eigenvalue of M, then
A< 1. [35]
The following equations are to be solved by successive over-relaxation with a

relaxation parameter 1.1.

Starting with z(® = 0, obtain (), 2(* and bound for |z — 22 |-

2
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[40]
“ypper Hessenberg matrix.” [10]

an 7 X n matrix. Descr’ibe how a non-singular matrix .S, a prod-

{ elementary lower triangular matrices and elementary permutation

[35]

s 5 35 9
O =1 T T
- ,
= 5
el

- matrix STLAS, where S is a product of elementary
es and elementary lower triangular matrices. [55]
etric positive definite rﬁatrix. Show that the solution
.= b is equivalent to the unique minimum of the function
Fly) = %yT-Ay ~y b

120
g, the kth iterate xy is given by

Tp = Tk—1.+ OPk,

.t'i-. to be chosen such that plri—1 # 0, 7 = b— Axy

D T
??% Apy



6.

minimizes the function F(z_ + apg) with respect to o [20]

(c) Let A be an n x n symmetric positive definite matrix and b € R". The Con-

by, for given initial iterate zo =0,

Set P
While 7y
877

Tpya

Pl

Bra1

Pr+1

Show that

s Tl e R b, Ab, - ,Ak_lh S50,

Show also that

i ri.l _—
rk Tj =

pLAp; =

I

-

jugate CGradient (CG)iterative method for solving the system Az = b Is given

Tg. L
0,
%0
?'k! rrk;_.l
: , CG1)
Py, A ( ‘
T + APk (CG2) '
ry — o Apy,  (CG3)
'rz_;_}rfﬂ-l-l q
Tealtd - (oa4)
T'k .’rk

Tkl B .Bk +1Pk- (C(}E))

0 for all j<k and

0 for all j<k

[40]

(a) 1. Suppose that the eigenvalue A of largest modulus and corresponding eigen-

vecior z; of an n X n matrix A have been computed by the Power method.

Show that there is a non-singular matrix S, a product of an elementary

permutation matrix and an elementary lower triangular matrix, such that
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Bisan (n—1) x (n— 1) matrix and v is an (n — 1)-column vectors

[25]

how the other eigenvalues and eigenvectors of A could be com-

[20]

he matrix

2 )

A=11 3 -1
g1 0

ralue close to 3.4 and that a corresponding eigenvector approx-
)T, Obtain 2 x 2 matrix B whose eigenvalues approximate

5 of A [3U]



