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EASTERN UNIVERSITY, SRI LANKA,
THIRD EXAMINATION IN SCIENCE - 1996/97(June/July'2004) =
EXTERNAL DEGREE - REPEAT

EXMT 306 - PROBABILITY & STATISTICS 1T

Answer five questionsonly . Time: Shours -

1. Define the term unbiasedness. -

(a) Consider a distribution having a normal population with mean 4 -
" and.variance a’ | '

i. Show that the sample mean X is an unbxased estlmatar for 5
B | | | s
1 e e

2 2 AT s

il Let S} = _—z(x X) and S, i Z(X.- - X) be__._-

=1
estimators for |:>'2 Check the unblasedness of S} and S3.

(b) Define the term "hkel:hood function”. -

i. Let X 1y Xg, X,, e n mdependem: observatmns from ner-.
- mal distribution with unknown mean g and an unknown vari- -

ance o®, Find the maximum hkehhood estimators for p-and -
Lo, :
%

-_ ii. Let us‘assuim that the sa.nipie data follow a normal distri-
bution w1th unknown mean 4 and unknown variance. o If."

n=12, Ea:, = 180 and Zz; = 2799. Find the maximum

=1 - i=1
likelihood estimators for x and 0.
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[n) Let X be a random vanable a.nd U= X’
‘Show that < '

3

Fy(u) = Fx(/u) — Fx( 1/_}-.~

where Fi(.) and Fx(.) are probability dlstnbutmn functions: of U
and X regpectively. '
Hence show thqt if random variable X follows the standard noz- :

‘mal distribution, the random variable U follows the Chi-square

distribution with one degree of freedom

Uu) A random variable Y, is the propumonal amount of gasoline stockedl-_ :

at the beginning of a week, and a random variable Y3 is the pro-:
portional amount of gaaohne sold during the week. The Jomt
distribution on ¥; and Y3 w-gwgn_by
Iy, 0 < y<l,

0, otherwise.

Find the probability density function of V = ¥; — ¥;, the pro=- .

: portiomﬂ amount of gasoline remaining at the end of the week: -

1'a=|) State and prove the Cramer-Rao inequality.

- Prove, with the ‘usual usual notation, that

E[{ ﬂloggrg(z, 3)} ] [afzoggga(m,e)]

L

| (b) Given the Probability denmty functmn,

.

F(o,0) = {1+ (0P} ; —~w<z<o0, —oc0<B<o0

! Show that the ICramer- Rao lower bound of variance of an unbiased - : _

; ._. . . 2 . 2 5 ; ; ;
estimator of & is o Where n is the size of the random sample from-

this distribution.
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4, Define the term moment gcenerﬁtihg function of a random variable
X, : )
The probability density function of 8 Gamma distribution with param-

eters m and X is.

oym ame1 ,—Am
S DR T >0,
fxlz)=4 T0m)
0 otherwzse . ; »
Find the moment genera.tmg function of the Gamma distribution.

Hence find the moment generating functions of the following:

~ (a) Chi-square distribution with degrees of freedom n,,

(b) exponential distribution with parameter A.

Let Xy, X3,:++ , X, be a random sample of size n from an-‘exponential

niustnbutmn wlth mean ; Show that T = ZX follows a Gamma

dmtnbutlon with parameters n and A.
Hence prove that 2TA ~ X3,

f=1

5. (a) Deﬁne the term Candxtmnal probability.

i. Let A and B be two events. Show that
| P(4) = P(A/B)P(B) + P(A/B*)P(E").

ii. The national‘__crickét team of a country has a cdnstant prob-
ability 0.8 of winning a match played at their home country
and 0.6 of wmmng a match played abroad. During this sea~ -
son, the team plays six matches in their home country and

six matches abroad. calculate the mean and variance of the
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‘number of matches that will be won by the team during the
season. | |
[b) Show that the following statements are equivalent.
i. Aand B" are independent;
ii. Aand B are mdependent
Rit A" and B¢ are mdependent
iv. P(AUB) =1 P(A%)P(B°).
{as). Let Y be a negative binomial random variable with parameters r
and p and its probability mass'_funétion be given by,
¢

odiea g _ " :
- AP¢T 3 y=nr+lr+i,-
Py=g)={\ 1) T

| 0 "y otherwise.
Find,
i. the expected valﬁe of Y,
i, the variance of Y, _
i, the moment g_enéfating function of Y. .

(h) The mesn ‘muscular endurﬁnce scote of a random sampléa of 60
sub;ects was found to be 145 with standard deviation of 40.Con-
struct a 95% confidence interval for the true mean. ~Assume the
sample size to be large enough for normal apprqnmatmn. What
size of sample is required-i;oestilma.te the mean within 5 of the

true mean with a 95% confidence?
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(8) Let the density function of the random variable ¥ be given by
. Nz L2V E Ly
fly) = { "1 +97) _
: I otherwise.
i, Find the distribution function.” -
ii. Find E(Y). |
(b) A funct ion that is'soinetimes aSsoéiated'ivith.conthmous nonnega-
sive random variables in the failure rate(or hazard rate) functxon
This is defined by

o f _f)

for a dens;ty function f{t) with corresponding distribution func-
tion F(t). If we think of the random variable in question as the
length of life of a component, r{t) is proportional to the probabil-
ity of failure in a small interval at time ¢, given that the component

“  has survived up to time Z.

i. Show that for an exponential density function, r(f) is con-

stant.
it. Show that fer a Weibull density functwn
f(y) "‘“13”"3-“” 0<y<oo, am> 0

r(t) is an increasing function of ¢ for m > 1.

8. (a) Deﬁm_ type I and type 11 error. d

. For Jones political poll n = 15 votes are sampled. _We wish to

test Hp : p = 0.5 against the alternative Hy : p = 0.3. The test
statistic is y, the number of sampled votes favoring Jones.

If we seiect'{ y ; ¥ < 2} as the critical region, calculate,

-

b]



- &, Type I error -
ii. Type 1I error

{b) A random sample ;X'_-;,Xg, «++ , X, is obtained from a distribution
 with probabili_ty density function,
f(:t') ﬁ%&ﬂe—ﬂs ; 0<z< o0
P(ﬂ’) 1 ;
- Where & and 3 are unknown parameters Estzmate a and i) by

- usmg the method of moments



